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outstanding physical RC system. Benefitting from the stochastic resonance effect, the OBRC requires less power
and has stronger noise robustness than many conventional physical RC systems. However, compared with con-
ventional physical RC systems, its learning ability is not superior. To boost the performance of the OBRC, we pro-
pose an OBRC with time-delayed feedback (TOBRC). In this work, the TOBRC is implemented in a physical setting
with time-multiplexing nodes design and simulated on a conventional computer. Moreover, we adopt a powerful
optimization algorithm to automatically determine the optimal hyperparameters for both the OBRC and TOBRC;
thus, a more precise quantitative discussion on the upper limit of the system can be made. To compare the TOBRC
and OBRC, we conducted short-term memory and parity check tasks to assess the short-term memory ability and
nonlinearity, which are the two core abilities of physical RC for learning. The results prove that the short-term
memory ability and nonlinearity of the proposed TOBRC are 6.46 and 2.15 times higher than those of the
OBRC, respectively. Moreover, the TOBRC outperforms the OBRC under different noise conditions. On the
MNIST handwritten digit recognition benchmark, the TOBRC exhibited a lower error rate than the OBRC; it
was comparable with that of advanced physical RC systems. Our study confirms that the TOBRC can exhibit ex-
cellent learning ability in practical problems.
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characteristics of memory and Turing completeness [12], their perfor-
mance is limited by the complicated hardware architecture and low
convergence rate [13].

1. Introduction

In the past decades, artificial neural networks have ushered in a new

paradigm in information processing. However, their computing speed
on conventional computers is restricted by the separation of the core
memory and processing units [1]. To overcome the well-known von
Neumann bottleneck, neuromorphic devices based on physical hard-
ware are considered key for the future revolution of artificial intelli-
gence [2]. Recurrent neural networks (RNNs), which are biologically
inspired by the recurrent feedback system formed in a-motoneurons
[3-5], have continued to occupy an important position in computer sci-
ence [6-8] and neuromorphic engineering [9-11]. Despite the advan-
tages of RNNs for learning the nonlinear features in data owing to its
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To accelerate the learning speed of an RNN, reservoir computing
(RC) achieved by a sparsely connected random-fixed network has
been proposed [14,15]. The core of an RC is a reservoir with abundant
dynamic information, which is responsible for mapping input from
low-dimensional space to high-dimensional space to extract nonlinear
characteristics [16]. Compared with the RNN, an RC network performs
only one readout process and a simple linear regression training [14];
thus, it can significantly reduce the computational burden as well as
the local minimum phenomenon. These advantages of the RC not only
promote its wide application in software [17-19], but have also
attracted the interest of neuromorphic engineers [20,21]. Currently, RC
has been widely implemented by various physical systems such as opti-
cal [22-24], spintronics [25-28], and electronics systems [29,30]. For
physical RC devices, the short-term memory (STM) ability and nonline-
arity are the two most important attributes that ensure their learning
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ability [25,27]. RC devices can be divided into two categories based on
the principle of realizing the STM ability and nonlinearity. The first
type is represented by time-delayed RC, whose reservoir part is com-
posed of time-multiplexing physical nodes and a time-delayed feedback
loop [22-24,27,28]. The physical nodes of this type of RC typically have
strong nonlinearity without the STM ability, which limits the overall
learning ability of the RC device. The second type realizes STM ability
and nonlinearity using the non-Markov property of the relaxation phe-
nomenon in physical systems [25,26,29]. Although the second type of
RC solves the problem of nonlinear nodes not having STM capability, it
is generally prone to performance attenuation due to inevitable noise
[26].

To improve the existing physical RC, an overdamped bistable
system-based RC model (OBRC) has been recently proposed [31,32]. Al-
though previous studies have focused on the numerical model of the
OBRC, the overdamped bistability have been realized in various physical
systems, such as optical system [33], condensed matter [34], and elec-
tronic circuit [35]. A common feature of these systems is that they can
induce stochastic resonance (SR) effect, which is a phenomenon of am-
plifying effective information in a nonlinear system using noise energy
[36-38]. The SR effect has been widely studied in fault diagnosis
[39-41], signal processing [42-44], sensory enhancement [45-47], and
other fields [48-50]. In previous machine learning studies, SR has also
been found to enhance the network performance [51-55]. Compared
with conventional RC, the OBRC requires less power and has a stronger
noise robustness owing to its SR ability [31,32]. However, due to its sim-
ple structure, its learning ability is not superior to those of other physical
RC devices [31].

To further enhance the performance of the OBRC, we proposed an
improved system called time-delayed OBRC (TOBRC) and numerically
set its physical model in the conventional computer. The TOBRC can
be constructed by adding a time-delayed feedback structure to the
OBRC. Hence, the TOBRC inherits the physical realizability of the OBRC.
Although the overdamped bistable SR system with time-delay feedback
has been used to enhance the weak signal diagnosis in engineering ap-
plication [56], there is no reported study regarding it as a learning sys-
tem. Because the OBRC belongs to the aforementioned second type of
RC, the TOBRC can be considered a combination of the two types of RC
systems. In addition, in many biological dynamic systems, the noise ro-
bustness is enhanced by a time-delayed feedback [57,58]. Therefore, the
noise robustness of the TOBRC has the potential to exceed that of the
OBRC. Moreover, we combined a powerful optimization algorithm to se-
lect the optimal hyperparameters of the TOBRC. Accordingly, compared
with the condition of fixed hyperparameters reported in previous stud-
ies [31,32], the discussions in this work can more accurately reflect the
upper limit of the system performance.
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The remainder of this paper is organized as follows. In Section 2, we
briefly review the conventional time-multiplexing model and the train-
ing process of the physical RC. In Section 3, we introduce the mathemat-
ical model of the TOBRC unit and propose a physical RC model based on
the TOBRC unit. In Section 4, we first compare the performance of the
TOBRC and OBRC on the STM and parity check (PC) benchmarks. The re-
sults reveal that the TOBRC has significantly better STM ability and non-
linearity than other physical RC systems, including the OBRC. Besides,
the influence of the hyperparameters of the time-delayed feedback
loop on the TOBRC performance is explored in detail. Subsequently,
we perform the MNIST handwritten digit recognition task. The TOBRC
is proven to have a low recognition error rate, comparable to those of
advanced physical RC systems. Finally, we conclude the paper in
Section 5.

2. Physical reservoir computing model

Fig. 1 displays the generalized framework of the physical RC. The
training process of the physical RC can be mathematically described as
follows:

X(t+1) = F(Wx(t) + Wiu(t + 1)),

X(t) = [x(1),x(2), ", )
x(1) x(m—-n+1)

X=1 i ; , 3)
x(n) x(m)

Wour = Ypinv(X), (4)
where u(t) is the input sequence, which is transferred to a physical sig-
nal after the masking operation. Masking is equivalent to the input ma-
trix in the software RC, that is, W;, in Eq. (1), which improves the
learning efficiency of the system [59]. Unlike the software RC, the activa-
tion function F and internal connection matrix W cannot be manually
set. Instead, they are determined by the internal physical properties of
the reservoir. The raw reservoir state x(t) can be obtained by sampling
the output signal of the physical reservoir. Because of the single node
structure of the physical reservoir, x(t) is a one-dimensional vector that
cannot be directly used in the training process. To obtain the reservoir
state matrix X that can be used in the training process, for the duration
of each input value, we define the sampled n points in X as n time-
multiplexing virtual nodes. x(t) can then be reshaped into an n-by-m/
n dimensional X matrix, as described in Eq. (3), where m is the total
number of sampling points. Because X is not always a square matrix,
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Fig. 1. General physical RC framework with a time-multiplexing structure.
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Wou: = YX~! cannot be directly solved. Therefore, when optimizing
W,y for physical RC, the pseudo inverse matrix of X is widely used
[25-27], which is represented by pinv() in Eq. (3).

In this work, the masking matrix W;, was randomly determined at
the beginning of the training process and remained unchanged during
training, which is similar to the software RC. In addition, to ensure the
reliability of the results, all the calculated results were averaged over
ten independent experiments.

3. Time-delayed bistable stochastic resonance system based RC
3.1. Mathematical model of TOBRC

The TOBRC unit used in this work describes the dynamics of the
Brownian particles driven by an external driving force in a time-
delayed overdamped bistable system, which can be mathematically
expressed as:

O ax(t) - bx(©) + ex(t — 7) + U + &), 5)
where a and b are the coefficients of the potential function. ¢ and 7 are
defined as the learning rate and delayed distance, respectively. It is
noteworthy that when € = 0 in Eq. (5), the TOBRC unit degenerates into
the OBRC unit, which is similar to the FitzHugh-Nagumo neuron model
[32]. U(t) is the input signal, and &(t) is the noise term which is satisfied:

(Ealt)) =0, (6)
(€a[t]-6,[0]) = 2D5(t), (7)

where D and §(t) are the noise intensity and Dirac delta function, re-
spectively. For simplifying the discussion, we temporarily normalize a
and b to 1 in this section and assume that U(t) is the cosine signal with
a small amplitude A. Subsequently, under the condition of a weak peri-
odic signal, we can simplify the non-Markov process of Eq. (5) into a
Markov process described by the following formula using the probabil-
ity density approach [60]:

PO _ (14 en) (x(0) - x(0P + extt) + UD)) + £00). ®)

Accordingly, the effective potential function in Eq. (7) can be ob-
tained as [61]:

V(x) = — (1+er)(0.5%% — 0.25x*) — 0.5¢(1 + en)x* + (1 + er)xU(t).  (9)

Fig. 2(a) depicts V(x) with different e and 7 when there is no external
driving force. Compared with the conventional overdamped bistable
potential well, the additional parameter e can adjust the potential well
depth with the determined a and b. Specifically, a positive e can deepen
the potential well, whereas a negative ¢ can decrease the potential well
depth. In addition, the sign of ¢ determines the modulation effect of 7 on
the potential well. When ¢ < 0, the potential barrier decreases with the
increase in 7, which is not conducive to the noise robustness of the sys-
tem. In particular, in the case of e = — 0.5 and 7 = 2, V (x) almost loses
the bistable nonlinearity, as shown in Fig. 2(a). When ¢ > 0, the poten-
tial barrier increases with the increase in 7, which reduces the probabil-
ity of state switching caused by noise disturbance. Hence, under the
modulation of € and T, the dynamics of the TOBRC can be adjusted
more flexibly under different external input conditions.

From Egs. (8) and (9), the two stable-state potential positions of
TOBRC model can be calculated as x. = ++/T + ¢, which are not affected
by 7. When a particle transitions between these two minimum poten-
tials, its escape rate can be described by Kramer's dead escape rate [38]:
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_ (49 +en) exp { (14621 +er) ' (10)

V2m 4D

Referring to the methodology in the previous research [62], the out-
put signal-to-noise ratio (SNR) of the TOBRC can be obtained as:

_m 2
SNR—2D2(1+€)(1+€T) Y. (11)

Fig. 2(b) illustrates the relationship between SNR and D/AV under
the normalized amplitude A = 1, where AV = } (1 + €)*(1 + e7) is the
potential barrier height. In a determined potential well, one can expect
that SNR first increase and then decrease with increasing D, which sym-
bolizes the SR effect. More importantly, when T is positive, the value of
SNR-D/AV curve is higher than that when 7 = 0, which indicates that
the TOBRC model has stronger SR effect than the OBRC model. Accord-
ing to our previous research, SR effect enable the OBRC naturally
weaken the input noise under regardless of working parameters [31],
which indirectly makes the learning performance of the OBRC decline
more slowly with increasing D than the RC with traditional activation
function [32]. Hence, owing to the stronger SR effect in the TOBRC, it
can be expected that the noise robustness in the TOBRC is also stronger
than that of the OBRC when performing specific tasks.

Fig. 2(b) shows the TOBRC model with the existence of a feedback
loop. In the simulation environment, the output of the TOBRC unit can-
not be obtained by an analytical method; thereby, we adopt the fourth-
order Runge-Kutta method [63]. Using the fourth-order Runge-Kutta
method, the raw reservoir state x(t) can be calculated by the following
equations:

S(n) = Wx(n) + Wiu(n+ 1), (12)
ky = h(ax(n) — bx(n)> + ex(n — 7) +5(n)), (13)
3
ky, = h(a (x(n) +k7]> - b(x(n) +k7]> + e<x(n -7) +k7]) +S(n)),
(14)
3
ks = h<a<x(n) +%> - b(x(n) +%> +e<x(n -T) +%> +S(n+ 1)>,
(15)

ky = h<a(x(n) +ks) — b(x(n) + ks)® + e(x(n — T) + ks) + S(n + 1)),
(16)

x(n+1) =x(n) +%(k1 + 2ky + 2ks3 + kg), (17)

where x(n) and u(n) denote the discrete forms of x(t) and u(t), respec-
tively. h represents the calculation step size, which is fixed at 0.1 in this
work. After obtaining x(n), Egs. (3) and (4) were implemented to com-
plete the training process. When applying the benchmarks, as described
in Section 4, to eliminate the randomness of the testing, we repeated the
test 10 times independently and considered the average value of the
evaluation indices by changing the training and testing sets.

3.2. Optimization of hyperparameters

Due to the lack of recognized parameter selection guidance, the
overdamped bistable system generally depends on the optimization al-
gorithm to automatically obtain the optimal parameters [43]. In this
study, the Optuna optimization algorithm was employed to determine
the hyperparameters of the OBRC and TOBRC [64].
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Fig. 2. (a) Effective potential V(x) without external driving force. (b) The output SNR of the TOBRC versus D/AV with € = 0.5. (c) Generalized schematic of the TOBRC unit-based physical RC

model.

Optuna has been used as the hyperparameter optimization software
owing to its three advantages: First, it is defined-by-run, referring to the
design in which the search space is dynamically constructed. Therefore,
when a multihyperparameter optimization is conducted, Optuna de-
signs internal variables without user participation. Second, Optuna pro-
vides efficient algorithms with a pruning mechanism by searching and
performance estimation strategies. Specifically, Optuna features both
relational sampling, where the correlations between multiple parame-
ters are exploited, and independent sampling, where the parameters

are evaluated separately. The two sampling strategies are useful
for highly correlated hyperparametric optimizations; thus, Optuna is
suitable for optimizing overdamped bistable systems. Third, Optuna
is lightweight and easy to setup. The setup only includes importing
the package, designing the optimization function with target
hyperparameters, and the loss function.

In the comparison among Optuna and other hyperparameter opti-
mization algorithms, Optuna has been shown to outperform the other
algorithms by obtaining higher or nearly equal objective values in


Image of Fig. 2

Z. Shi, Z. Liao and H. Tabata

over 50 out of 56 black-box tests [64]. In addition, Optuna received an
error rate <0.1 in the evaluations of pruning and distributed optimiza-
tion. Hence, Optuna is a powerful optimization algorithm for this
study. When benchmarking both the OBRC and TOBRC, the parameters
to be optimized include a and b. For the TOBRC, two extra parameters e
and 7 need to be optimized. As mentioned in Section 3.1, € < 0 is not
conducive to maintaining the bistability and noise robustness of the sys-
tem. Therefore, the optimization range of eis [0, 1]. As to a, b, and 7, their
optimization ranges are set based on the different tasks described in
Section 4. Once the optimization starts, Optuna will not terminate
until the loss function converges to a stable value, that is, no numerical
change in the loss function occurs in the next 50 iterations.

4. Results and discussion
4.1. STM benchmark

The STM benchmark is a prevalent task widely employed to quanti-
tatively estimate the STM ability of physical RC systems [26-28].
The training data for the STM task can be obtained from the following
equation:

Ysm(t,d) = u(t — d), (18)

where u denotes the binary input data, which are composed of random
digits of 0 or 1. ysyy and d are the target sequence and memory delay,
respectively. For each independent testing, input data u(t) containing
2500 binary codes was generated, of which 1500 codes were used for
training W, and 1000 codes were used for evaluation. Notably, in
both the training and evaluation processes, 500 codes were used as
wash out to eliminate the influence of the initial transient dynamics
in the RC [31]. Additionally, the masking matrix W;, in Eq. (12) was
set to 1. In the evaluation process, the correlation between the
predictive output of the RC and the actual target sequence can be
expressed as follows:

__Covy(t,d), You (O
~ Varly(t,d)|Varyy, (t)]’ e

where y(t,d) denotes the target sequence, which is a part of ysmu(t,d).
Your(t) represents the predictive output from RC. y,,(t), Cov, and Var
represent the predictive output, covariance, and variance, respectively.
cor? is the square of the correlation coefficient, which ranges from 0 to
1. The higher the cor? value, the better the prediction. For general
systems with the STM ability, cor? will eventually decay to zero with
an increase in the memory delay d [65]. This well-known fading mem-
ory process is affected by the memory capacity of the system, which
can be mathematically expressed as [27]:

cor(d)2

=3 cora, (20)
d=1

where Cis the memory capacity. Because the objective of the optimiza-
tion algorithm is to find the minimum value of the loss function,
should be set as the loss function in Optuna. Because C reflects the mem-
ory capacity of a parameter determined system, the optimization pro-
cess include all the delay targets from d = 0 to d = d;;,qx. Ideally, dyjax
for calculating C is positive infinity [65], which is not realistic for
physical RC. Therefore, d,q is generally set as the maximum d that
satisfies cor? > 0.01 [25,26]. For the OBRC, dynex Was 20 [31], whereas
dimax Was 30 for the TOBRC in our testing. Therefore, to ensure a fair com-
parison, d,qx = 20 was applied to the loss function of Optuna and
dmax = 30 was applied to calculate C in the evaluation stage.
According to our test experience, the change in C is negligible with a
small step size in changing n. Thus, following the previous study [31],
we adopt the normalized virtual node number N = 4 instead of n. It is
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worth noting that N is an integer and the actual virtual node number
is still n. Because the maximum N explored is Ny = 20, the
optimization range of 7 is [0, nnax], that is, [0.400]. The optimization
ranges of a and b are [0, 1], in accordance with a previous research on
the OBRC [31,32].

First, we investigated the relationship between N and memory
capacity using the STM benchmark Cspy. As shown in Fig. 3(a), with
an increase in N, the Cspyy value of the TOBRC increases from 10.7
(N=1)1020.6 (N = 20), whereas the Csp value of the OBRC fluctuates
at approximately 2.7. The greater Csp, value of the TOBRC can be attrib-
uted to the existence of a time-delayed feedback loop, which introduces
additional previous information back to the virtual nodes; thus, mem-
ory fading is postponed. When N increases, it indicates an increase in
the virtual nodes with past information, thereby increasing Cspy. In
contrast, owing to the lack of a time-delayed feedback loop, Cspy, of
the OBRC is significantly lower and does not increase with increasing
N. Fig. 3(b) depicts the relationship curves between d and cor? of the
TOBRC with different N. The attenuation of cor? to 0 requires a higher
d with an increase in N, which confirms the previous explanation.
Therefore, in terms of the performance, a greater N value is preferred
for the TOBRC. However, a greater N requires a longer input period or
higher sampling frequency, which may increase the requirements for
peripherals of the physical RC systems.

Then, contributions of € and 7 to Cspy of the TOBRC were evaluated.
Different from the discussion of N, the parameters a, b, ¢, and 7 are cor-
related, which can affect the structure of the effective potential V(x). To
avoid the influence of parameter correlation on V(x), all the parameters,
except the one discussed, were fixed as the optimized parameters under
the condition of N = 15. Fig. 3(c) shows the relationship curves be-
tween cor? and d under different . When ¢ increases, a greater d is re-
quired to reduce cor? to 0. This is because increasing e is essentially
equivalent to increasing the weight of the previous feedback informa-
tion, which alleviates the decline in cor?. It is worth noting that increas-
ing € also means an increase in the feedback signal amplitude, which
increases the Joule heat generated in the reservoir part. In addition, a
wider optimization range of ¢ burdens the optimization algorithm.
Hence, we suggest keeping the optimization range of ¢ at [0, 1] in the
practical configuration of the TOBRC. As for the other parameter, the re-
lationship curves with different 7 values between cor? and d are
depicted in Fig. 3(d). With the increase in 7, the area under the cor’-d
curve first increases and then decreases. Interestingly, the 7 value corre-
sponding to the maximum area is the value closest to the actual node
number n (N = 15, i.e.,, n = 300). This indicates that, except for the
first code, each code receives the feedback information of the previous
code in the initial stage of its duration, thus enhancing the memory of
the past information. If 7 is far less than n, excessive information of
the first code is retained within the duration of the first code, which can-
not contribute to the memory effect. If 7 is much greater than n, many
nodes in the duration of the second code cannot receive the information
of the first code. Therefore, one can expect that the optimized 7 is close
ton.

Although it can be inferred from the description in Section 3.1 that
the TOBRC should have stronger SR effect induced noise robustness
than OBRC owing to its deeper effective potential, a quantitative verifi-
cation is still lacking. Thus, we performed an STM benchmark with input
data containing four different noise levels. As shown in Fig. 4(a—c), with
an increase in N, the Cspy value of the TOBRC increases from approxi-
mately 10 (N = 1) to approximately 20 (N = 20) for D = 0.001, 0.01,
and 0.1. By comparison, when D = 0.001, 0.01, and 0.1, the average
values of Csps for OBRC were 2.42, 1.98, and 1.02, respectively, showing
a downtrend. Notably, this downtrend is different from that reported
previously [31], in which Csyy of OBRC could be improved by increasing
N. This is because N was adjusted while the other parameters were fixed
in the previous study, which led to the offset of the optimal system pa-
rameters. In this work, because of the optimization algorithm, the dis-
cussed Cspy, is the upper limit of the tested RC. Therefore, it should be
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Fig. 3. (a) Memory capacities Csrys of TOBRC and OBRC versus N. (b) Relationship curves between d and cor® of TOBRC with different N. When the other optimized parameters are fixed
under the condition of N = 15, (c) relationship curves between d and cor? of TOBRC with different (c) ¢ and (d) 7. For all cases shown, the noise intensity D = 0.

understood as the decrease in the upper limit of the OBRC performance,
which is caused by its limited anti-noise ability. When D = 1, as
displayed in Fig. 4(d), Csyy of the TOBRC decreases markedly from
213 (N =1) to 0.37 (N = 20) with an increase in N. In addition, the

average value of Cspy, for the OBRC is 0.18. This lower Csyy, compared
with that of a smaller D is due to the dominance of the large noise in
the input data, which significantly affects the memory effect. In
particular, for the TOBRC, owing to the time-delayed feedback loop, its
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nodes are subject to past information dominated by large noise. As a re-
sult, an increase in N reduces Csyy of the TOBRC. In conclusion, it is
quantitatively proven that the TOBRC has a stronger noise robustness
than the OBRC on the STM benchmark. Moreover, based on above dis-
cussion, the selection strategy of N for tasks mainly requires ensuring
the STM ability: in the case of low noise intensity, selecting an N value
as high as possible is preferred for realizing better STM capability. In a
noise-dominated environment, a smaller N should be selected to avoid
any further impact of noise.

Finally, Csp of the proposed TOBRC was compared with those of
other advanced RC systems [26-28,66]. Among them, the STM ability
and nonlinearity of the spin-torque oscillator RC originate from the re-
laxation dynamics of the physical unit [26], which represents the phys-
ical RC without any time-delayed feedback. The magnonic RC and
enhanced magnonic RC are constructed based on the spin-wave delay
line [27,28], which represent physical RC with a time-delayed feedback
loop. Different from the former classical RC, the quantum RC is a stron-
ger framework based on disordered quantum dynamics [66]. Because
the upper bound of memory capacity C is equal to the computational
node number of RC system [67,68], which includes the number of true
nodes and virtual nodes, the computational node number of each RC
is given in Table 1 for fair comparison. Besides, considering the noise
and noise suppression methods in the real-world RCs, the noise inten-
sity is set to 0.01 for the OBRC and TOBRC. As shown in Table 1, whether
the computational node number is small or large, the Csyy value of the
TOBRC is significantly higher than the maximum Cspy of other
classical physical RC systems. When the computational node number
is large, the Csry of TOBRC is comparable to that of quantum RC.

4.2. PC benchmark

Because the nonlinearity of the RC cannot be assessed by the STM
benchmark, the PC benchmark was employed, which requires both
STM ability and strong nonlinearity [27]. The training data of the PC
task can be obtained from the following:

Vpe(tid) = (u(t —d) +u(t —d+1)+...+u(t)) mod 2. (21)

The implementation of the input data and optimization algorithm
was consistent with the STM benchmark. As evaluation indices, the
square of the correlation coefficient cor? and memory capacity Cpc
were calculated using Eqs. (19) and (20), respectively.

First, we performed tests to explore the influence of N on Cpc without
noise. As illustrated in Fig. 5(a), Cpc of the OBRC decreases from 2.8 to 2.3
with an increase in N. This downtrend is similar to that observed in a
previous study [31]. This can be explained by the fact that the relaxation
of the physical processes is time consuming; thus, there is a certain cor-
relation between the adjacent virtual nodes in a time-multiplexing
structure. When N increases, the increased linear correlation reduces
system nonlinearity, leading to a decrease in Cpc. Inevitably, the
nonlinearity of the TOBRC is also negatively affected by a large N.

Table 1
Csmv comparison among different physical RC systems.

Physical RC Computational node number Maximum Csppyy
Spin torque oscillator RC [26] 250 3.6

Magnonic RC [27] 20 3.16
Enhanced magnonic RC [28] 40 4.82
Quantum RC [66] 50 20.0

OBRC (N=1,D =0.01) 20 2.62

OBRC (N =20,D = 0.01) 400 2.52

TOBRC (N =1,D = 0.01) 20 11.69

TOBRC (N = 20,D = 0.01) 400 19.62

Best performance of proposed system are in bold.
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However, as shown in Fig. 5(a), the Cpc value of the TOBRC increases
from 3.26 to 6.02 with an increase in N. This reveals that the influence
of the STM ability improvement is greater than that of the nonlinearity
attenuation caused by increasing N. As shown in Fig. 5(b), increasing N
results in area enlargement under the cor>~d curve, which further con-
firms the former conclusion.

As depicted in Fig. 5(a), when ¢ = 0, the TOBRC degenerates into the
OBRC with a high attenuation rate of cor?. Once ¢ > 0, cor? decays to 0 at
a greater d compared with that under the ¢ = 0 condition. However, the
increase in e cannot lead to the continuous expansion of the area under
the cor’~d curve. This may be because increasing the weight of the pre-
vious feedback information also increases the correlation between the
nodes, which restricts the performance improvement of the TOBRC on
the PC benchmark. For the hyperparameter 7, its increase first induces
an increase and then a decrease in the area under the cor?~d curve,
which is similar to the trend observed in Fig. 3(d). This indicates that
the change in 7 only affects the STM ability but cannot influence the
nonlinearity of the TOBRC.

Thereafter, the performances of the OBRC and TOBRC are assessed
on the PC benchmark with four different noise intensities. In the previ-
ous discussion, it is known that the effect of noise with D < 0.1 on the
STM ability of the TOBRC is negligible. Hence, the Cpc value of the
TOBRC can still be enhanced by increasing N, as displayed in Fig. 6(a-
¢). However, with the increase in D in TOBRC, Cpc corresponding to
each N starts to decrease gradually, as shown in Fig. 6. This implies
that the noise has a negative impact on the nonlinearity of the TOBRC.
For the OBRC, the nonlinearity reduction caused by the increase in N
leads to a downtrend in Cpc under all the tested noise intensities. In
addition, due to the noise, each Cp—N curve moves downward. When
D = 1, the average Cpc of the TOBRC decreases to 0.0847, which is
only slightly higher than the average Cpc of the OBRC. Combined with
the above phenomena, we can obtain the selection strategy of N for
the TOBRC to deal with tasks that require strong nonlinearity, and in
the case of small D, N should be selected as high as possible. In the
case of a large D, it is better to increase the input amplitude to suppress
the influence of noise [31], and then a greater N can be selected.

Similar to that described in Section 4.1, Cpc of the proposed TOBRC is
compared with those of other advanced RC systems [26-28,66]. As
shown in Table 2, although the Cpc value of the TOBRC is smaller than
that of quantum RGC, it is markedly greater than the maximum Cpc
values of the other classical physical RC systems when the computa-
tional node number is 400.

4.3. Recognition of MNIST handwritten digits

The MNIST database contains handwritten digital images collected
from 500 different people. These handwritten digital images deviate
from the standard printing font owing to the difference in penmanship.
This irregular deviation can also be considered a time-varying random
noise, which makes the MNIST handwritten digit recognition a popular
classification task in evaluating the performance of a learning system in
real-world applications [69-71]. In this section, we compare the perfor-
mance of the OBRC and TOBRC on the MNIST handwritten digit recogni-
tion task. There are 70,000 handwritten digital images in the MNIST
database, of which 60,000 digits belong to the training set and 10,000
digits belong to the test set. Because all the images are grayscale images
with 28-by-28 pixels, it is necessary to convert them into one-
dimensional data to input RC with a single physical node. In the process
of treating handwritten digital images shown in Fig. 7(a), an n-by-28
masking matrix Wj, is randomly generated with a distribution of
[—0.5, 0.5]. For the Optuna, if b > 0.01, we found that the drifting
value in the computer exceeded the valid floating-point value, resulting
in an optimization failure. Therefore, we set the optimization ranges of a
and b as [0, 1] and [0, 0.01], respectively. In addition, the optimization
range of T was set to [0, Nnya]. As for the evaluation index, the



Z. Shi, Z. Liao and H. Tabata Chaos, Solitons and Fractals 161 (2022) 112314

a b
G | | ® _
——TOBRC ——N=1
8t OBRC 0.8 ——N=5 |
N=10
B 6 e 067 —_—N=15 1
__— S ——N=20
© 4 { Qo4} :
2+ 0.2 1
0 ' ' 0: -
0 5 10 15 20 15 20
Normalized Virtual Node Number N Time Delay d
(©) (d)
’ ' - 3 1 1
€=0 —71=0
0.8 €=0.13 0.8 ——T1=67 -
€=0.26 T=134
0.6 €=0391 0.6 —_— =202 1
<] €=0.52 =3 =269
© 0.4 e=0651 & 047 —— =337 1
€=0.78 — =404
0.2 0.2 |
0 - - 0Ot
10 15 20 10 15 20
Time Delay d Time Delay d
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under the condition of N = 15. (c) Relationship curves between d and cor? of TOBRC with different (c) e and (d) 7. For all the cases shown in this figure, the noise intensity D = 0.

recognition error rate was utilized, which was also the loss function set n, the recognition error rate decreases, which is consistent with the
in Optuna. trend reported previously [32]. For further comparison, we selected

Fig. 7(b) shows a comparison of the recognition error rates between two advanced RC devices that were benchmarked by the MNIST hand-
TOBRC and OBRC under three different n values; with the increase in written digit recognition task. The first is the diffusive memristor
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Table 2
Cpc comparison among different physical RC systems.
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Table 3
Recognition error rate comparison among different physical RC.

Physical RC Computational node number Maximum Cpc Physical RC Recognition error rate
Spin torque oscillator RC [26] 250 3.1 Diffusive memristors RC [29] 0.17

Magnonic RC [27] 20 1.27 In-material RC [30] 0.096

Enhanced magnonic RC [28] 40 223 OBRC 0.166

Quantum RC [66] 225 6.0 TOBRC 0.098

OBRC (N =1, D = 0.01) 20 2.80 Best performance of proposed system are in bold.

OBRC (N =20,D = 0.01) 400 2.30 :

TOBRC (N =1,D = 0.01) 20 2.91

TOBRC (N =20,D = 0.01) 400 5.10

Best performance of proposed system are in bold.

RC without time-delayed feedback, which has over 1000 real physical
nodes [29]. The second is the in-material RC with a time-delayed feed-
back function, which forms a large number of physical nodes through
self-organizing nanowire networks [30]. Table 3 presents a comparison
of the TOBRC with 1000 virtual nodes and other systems. The recogni-
tion error rate of the TOBRC is comparable to that of In-material RC
and significantly lower than that of diffusive memristors RC. Notably,
in addition to the reservoir part, the other components of the physical
RC contribute to its learning ability [26,27]. Hence, if the physical imple-
mentation of the TOBRC includes electronic components other than the
reservoir, it can be expected that its performance may be further im-
proved.

5. Conclusions

In this work, an RC model based on a time-delay feedback over-
damped bistable stochastic resonance system (TOBRC) was proposed.
In addition, the Optuna algorithm was adopted to adaptively optimize
the highly correlated hyperparameters of the TOBRC and OBRC. For
the evaluation, we compared the STM ability and nonlinearity of the
OBRC and TOBRC using STM and PC tasks. The effects of the virtual
node number and time-delayed feedback hyperparameters on the pro-
posed physical RC model were discussed in detail. The results verify the
positive contribution of the time-delayed feedback structure to the
TOBRC, which helped make the STM ability and nonlinearity of the
TOBRC stronger than those of OBRC in all discussed cases. Moreover,
compared with some recently reported physical RC systems, TOBRC ex-
hibited significant advantages in terms of the STM ability and nonlinear-
ity. Finally, we evaluated the learning ability of the TOBRC on a practical

MNIST Handwritten Digits

/1412
32 z[27

Reservoir

I

28n x 1 input signal

cee

(a)
.

o[

challenging dataset using the MNIST handwritten digit recognition
benchmark. Compared with the OBRC under three different virtual
node numbers, the TOBRC could produce a lower recognition error
rate, which is competitive with advanced RC systems with large
amounts of physical nodes.

However, the noise type discussed in this study is limited. In the fu-
ture, the influence of real-world noise, such as colored noise [72] and
levy noise [73], on the TOBRC will be worth studying. In addition, with
the deep network becoming a mainstream technology in the field of
machine learning [71,74,75], research on the integration of TOBRC and
deep learning frameworks is another promising direction.
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